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Abstract
Thermal sensations are central to how we experience the world,
yet most virtual and extended reality systems fail to simulate them
effectively. While hardware-based thermal displays can provide ac-
curate temperature changes, they are often bulky, power-intensive,
and restrict user mobility. Consequently, recent works have ex-
plored thermal illusions, perceptual effects that rely on cross-modal
interactions, to achieve thermal experiences without physical heat-
ing or cooling. While thermal illusions have been shown to con-
sistently alter subjective ratings, the actual extent of their effect
on the perceived temperature of interacted objects remains un-
explored. To address this, we contribute the findings of two user
studies following psychophysical procedures. We first ordered and
scaled the effects of a variety of visual and auditory cues (N=20)
and subsequently quantified their isolated and combined efficacy
in offsetting physical temperature changes (N=24). We found that
thermal illusions elicited robust changes in subjective judgments,
and auditory cues showed potential as an alternative or complemen-
tary approach to established visual techniques. However, the actual
effects induced by thermal illusions were relatively small (±0.5°C)
and did not consistently align with abstract ratings, suggesting a
need to reconsider how future thermal illusions or experiences are
designed and evaluated.

CCS Concepts
• Human-centered computing→ Haptic devices; Virtual re-
ality.
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1 Introduction
From enjoying a hot cup of tea, receiving a warm embrace from
friends, to checking the bathwater before hopping in, our sense of
temperature plays a crucial role in our daily lives, helping us expe-
rience and interact with our environment and each other. Although
thermal sensations are an essential component of our experience
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of the real world, current virtual (VR) or extended reality (XR)
systems generally lack the capabilities to simulate these haptic
experiences. To address this, researchers have developed various
room-scale [16, 37] and wearable [7, 42] thermal displays to ap-
ply temperature changes to users’ skin. However, these systems
require the integration of additional hardware, limiting users’ mo-
bility, massively increasing power consumption, and preventing
interactions and experiences beyond the specific device.

Consequently, researchers explored novel alternative and com-
plementary approaches using sensory illusions to manipulate tem-
perature sensations. By exploiting multisensory interactions be-
tween visual and thermal cues, these illusions have been shown
to effectively alter the perceived temperatures of virtual objects
or environments, for instance, via changes in colors [23, 41], dis-
playing fire or ice metaphors [4, 15], or changing virtual surround-
ings [5, 25]. However, the effectiveness of these approaches is al-
ways measured and compared using subjective, abstract scales [15,
23, 32, 41]. The actual perceptual shift in temperature that these
visuo-thermal illusions induce has not been explored. This leaves
open the fundamental question of whether thermal illusions are
capable of inducing large temperature alterations akin to hardware-
based approaches or solely serve as tie-breakers when consciously
sorting or mapping temperature sensations.

To address this gap, we investigate and quantify the efficacy of
thermal illusions. We employed two established psychophysical
procedures to first rank and scale, and then measure the effects of
various thermal illusions on the perceived temperature of interacted
objects. While prior work has largely focused on visual cues [4,
15, 41], we broaden this scope by examining visual, auditory, and
visuo-auditory stimuli. With this, we contribute:

(1) We provide empirical evidence from two experiments show-
ing that visual, auditory, and visuo-auditory thermal illusions
only modestly shift perceived temperature (within ±0.5°C)
despite stronger effects in subjective ratings.

(2) We demonstrate that auditory cues can match or even sur-
pass visual cues, and that combining modalities can enhance
their effects.

(3) We present practical insights for VR design, highlighting
thermal illusions as subtle enhancements that preserve per-
ceptual sensitivity and emphasizing the need for evaluation
methods beyond subjective ratings.

2 Related Work
This work draws from a large body of research aiming to under-
stand and enhance thermal experiences in virtual environments. In
the following, we provide an overview of conventional thermal ren-
dering approaches (Section 2.1) and prior explorations of thermal
illusions (Section 2.2).
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2.1 Devices for Thermal Rendering
Rendering realistic thermal sensations in virtual environments has
been a large area of haptics research (see [17, 30] for recent reviews),
due to its importance for immersion [37], affective communica-
tion [47], and comfort [24]. Thermal sensations of warm and cold
are primarily perceived through cutaneous receptors [19], leading
a majority of approaches to focus on wearable devices constantly
in contact with the skin [30]. Research primarily relies on Peltier
elements placed on users’ hands [29, 42], arms [22, 31], or mounted
on a head-mounted display [7, 32, 34, 48], enabling both warm and
cold sensations depending on polarity. Peltiers are small and eas-
ily controlled; however, these devices require large heatsinks and
power supplies to remain effective, making them generally very
rigid, which restricts users’ dexterity. Therefore, novel research
also looked at pneumatic [6] or liquid [15] alternatives, which can
be delivered to the skin through tubes. While these allow more
dexterous interactions by being able to be bent and deformed, they
still consume a large amount of power and tether the user to a large
external device. Wearable approaches generally require constant
contact with the skin, obstructing other haptic feedback or physi-
cal interactions. For controlled environments, research therefore
applied alternate approaches, using external devices to deliver tem-
perature feedback with encounter-type systems [40] or through the
air, such as infrared heaters [37], hot air blowers [16], or moving
heated air precisely using ultrasound [38, 43]. This allows users to
interact with their hands freely while still receiving thermal sen-
sations. However, these systems require complex hardware setups
that cannot easily be moved or scaled to different scenarios and
environments.

Generally, thermal rendering devices are widespread and simple
to control and integrate, but severely restrict mobility, portability,
and scalability due to complicated hardware setups and enormous
power needs. Consequently, research increasingly explores thermal
illusions, which aim to induce thermal sensations without actual
physical temperature changes.

2.2 Thermal Illusions
A direct approach to induce the illusion of a temperature change is
to stimulate the necessary receptors through chemical reactions [5,
28]. However, the stimulation is rather slow, and the use of chemical
reagents creates practical issues regarding storage and targeted
delivery to the receptors.

Instead, a larger area of research focuses on the use of visual
cues to affect the perceived temperatures of interacted objects or
environments. These illusions rely on the fact that our perception
is shaped by cross-modal interactions, where the information dis-
played to various senses is integrated into a combined percept.
This allows one sense, such as vision, to partially influence and
override the sensations received from another sense, for instance,
our haptic or thermal senses. This phenomenon, called multisen-
sory integration [10], has already been commonly investigated
for visuo-haptic interactions [9] and utilized to provide a variety
of pseudo-haptic sensations in virtual environment, such as alter-
ing the perceived shape [1], size [3], weight [35], stiffness [46],
and surface texture [11] of haptically explored objects (see [26]
for an overview). These investigations show haptic illusions to

be an effective, adaptable, and low-energy alternative to complex
hardware-based rendering approaches.

For temperature perception, a common approach builds on the
hue-heat hypothesis [4, 8, 23, 41], which proposes that certain color
hues are systematically associated with thermal sensations. For ex-
ample, red hues tend to increase, while blue hues tend to decrease,
the perceived temperature of an object [50]. Villa et al. [40] investi-
gated representations of gaseous, liquid, and solid virtual objects
haptically presented in mid-air by an ultrasound haptic display and
the effect of color hues (red, blue, gray) of these objects on per-
ceived temperature. They found that red was robustly identified as
warmer than blue or gray, but that objects in the neutral gray tone
were judged colder than their blue counterparts. Hue-heat associa-
tions have further been employed in VR to modify perceived pain
intensity of hot water by visually displaying blue and red indicators
in the virtual environment [23]. Beyond color adjustments, many
approaches rely on a variety of explicit visualizations commonly
associated with warmth, heat, or coolness. These include visualiza-
tions of fire [15, 32, 37, 44] and ice [4], steam as an indirect cue of hot
liquids [4], common appliances such as heaters or furnaces [5, 15],
weather effects [15, 32], or hot and cold environments [4, 5, 25, 33].
These approaches are often coupled with thermal rendering devices
to enhance their combined effect [5, 15, 32, 33, 37].

These approaches have shown that the visuo-thermal illusions
effectively change subjective judgements [15, 41], the users’ be-
haviour [4], and even evoke physiological changes such as alter-
ations of body temperature [25]. However, abstract scales [15, 23,
32, 41] or qualitative feedback [4] are unable to assess how much
thermal illusions truly shift the perceived temperatures of touched
virtual objects.

Thus, it remains unclear whether thermal illusions suffice to re-
place thermal devices or only allow for small differentiations based
on conscious choices. Further, prior approaches generally rely on
the influence of visual representations, leaving a gap concerning
possible auditory or multimodal approaches to alter perceived tem-
peratures. In this work, we address these gaps by quantifying the
size of the perceptual shift in temperatures induced by visual, audi-
tory, and visuo-auditory cues.

3 Study Design
To quantify the effect of visuo-auditory thermal illusions, we con-
ducted two controlled user studies following established psychophys-
ical protocols [14, 21]. We first produced a varied set of visuo-
thermal and auditory-thermal illusions conveying both increases
and decreases in temperature. This selection was informed by prior
established approaches to thermal illusions [4, 15, 23, 25, 41, 50].
We then conducted a magnitude estimation task to rank and scale
these illusions and find their relative effect on perceived temper-
ature. After identifying robust visual and auditory cues for both
warmer and colder sensations, we used a discrimination task to
compare the visual, auditory, and combined visuo-auditory cues
against physical temperature alterations to quantify their combined
and isolated efficacy in shifting temperature perception.
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Figure 1: Investigated visual stimuli (left to right): Red & blue
coloring, boiling water, frozen glass, steam, and ice cubes.

3.1 Stimuli
Prior work has explored a large number of different (visuo-) ther-
mal illusions in virtual environments. However, they are difficult to
directly compare and rank due to the differences in visual quality
and fidelity, the style of the respective representations, and the em-
ployed task designs and evaluation metrics. Consequently, we pro-
duced a range of visual cue designs derived from previous research
to use in the same environment and task. We decided to target ther-
mal illusions related to water, as this has commonly-experienced
reactions to changes in temperatures (e.g., freezing, steaming, boil-
ing) and has been prevalently used in prior work [4, 41].

In addition to a baseline, we generated a total of 10 different cue
designs, comprising 6 visual and 4 auditory illusions. The visual
cues are displayed in Figure 1. Auditory stimuli can be found in
our repository (see Section 6). The 10 visual or auditory designs
correspond to different dimensions of presentation, each with a
pair of cues for targeting an increased and a decreased temperature
perception, respectively:

Baseline The baseline condition shows a transparent cylindri-
cal glass filled with water. To limit the potential confounding
effects of color and environment, we present the water as a
semi-transparent liquid over a gray background scene.

Visual - Hue Change In line with prior works investigating
Hue-Heat associations [23, 41, 50], we presented the liquid
inside the our glass as either Red or Blue. Based on prior
findings, we expect these to induce a warmer and colder
sensation, respectively.

Visual - Direct Cues For direct cues, we selected visualiza-
tions that directly alter the presented state of the liquid inside
the glass. For this, we generated an animated Boiling con-
dition (expected warmer) and a Frozen condition (expected
colder, cf. [25]).

Visual - Indirect Cues For indirect cues, we produced cues
that do not directly alter the liquid presentation but give
contextual clues about the water’s temperature. For this,
we render Steam above the surface of the water (expected
warmer, cf. [4]) or three Ice Cubes swimming on the water’s
surface (expected colder, cf. [4]).

Auditory - Permanent Regarding auditory cues, we first in-
troduced a pair of sounds that deliver continuous cues regard-
ing the temperature of the water. For an expected warmer
sensation, we implemented a continuously looping Boil-
ing Sound. Because colder states of water generally do not
emit continuous sounds, we selected a substitute associa-
tion and integrated the sound of ice cubes that continu-
ously move around colliding with each other and the glass
(Ice Cubes Sound).

Auditory - Transient Lastly, in our everyday lives, sounds
are most often generated by the sudden change in tempera-
ture when touching an object. Therefore, we implemented a
transient sound synchronized to the touch of the user. We
play a Sizzling Sound akin to a water droplet hitting a hot
surface and the sound of ice cracking when touched with
warm hands (Ice Cracking Sound), which we expect will re-
spectively increase and decrease perceived temperature.

3.2 Apparatus
To be able to generate actual changes in temperature for compar-
isons, we utilize Peltier elements. For this, we constructed five
modules, each consisting of a 3D-printed housing, two Peltier ele-
ments, two attached temperature sensors, a microcontroller, and
wiring and converters for the power supply. We affixed the two
Peltier elements (40𝑚𝑚×40𝑚𝑚) for each module vertically to oppo-
site sides of the 3D-printed mount so that they can be touched with
the thumb and index finger, respectively. The entire module’s width
measures 6𝑐𝑚 to allow for a comfortable grasp, and the Peltier ele-
ments’ center was placed 5.5𝑐𝑚 above the base to avoid collisions.
We attached temperature sensors1 directly to the Peltier elements
with thermal paste for accurate measurements. We manually tuned
proportional–integral–derivative (PID) controllers running on the
microcontrollers to set each Peltier element to a desired, constant
temperature. We then repeated this setup for all five modules and
subsequently mounted them on a large wooden board. Each module
was spaced 23.5𝑐𝑚 apart and turned 45 degrees counterclockwise
to allow a more comfortable interaction with the right hand. To be
able to change which module is positioned in front of participants,
we placed the entire setup on a rail with a programmable linear ac-
tuator (148𝑐𝑚 length) and calibrated it to the five module positions.
The main components are illustrated in Figure 2A, and the working
setup is displayed in Figure 2B&C.

The visual and auditory stimuli (see Section 3.1) were integrated
into a virtual environment built in Unity3D2 and rendered with
its High-Definition Rendering Pipeline (HDRP)3. The virtual scene
was displayed at 90Hz on an HTC Vive Pro head-mounted display
(HMD) connected to a desktop computer4. We attached an Ultraleap
Leap Motion Controller5 to the front of the HMD to track partici-
pants’ hand and finger movements at 120Hz. Their right hand was
represented in the virtual environment using a common low-poly
model provided by Ultraleap. The virtual object is displayed in front
of the participants as a cylindrical glass of water with the same
diameter as the physical modules (6𝑐𝑚). We chose a cylinder to
avoid potential clipping through edges while participants grasp
the virtual object. To reduce environmental noise and display the
auditory stimuli, we used over-ear headphones with active noise-
cancellation6. To ensure stimulus consistency, the sounds were

1KY-001 temperature sensor from Joy-IT: https://sensorkit.joy-it.net/en/sensors/ky-
001, accessed: 2025-07-11
2https://unity.com/, accessed: 2025-07-11
3https://unity.com/features/srp/high-definition-render-pipeline, accessed: 2025-07-11
4Intel Core i7-6700K processor, 16GB RAM, NVIDIA GeForce GTX 1080 graphics card
5https://www.ultraleap.com/, accessed: 2025-07-11
6Sennheiser HD300, https://www.sennheiser-hearing.com/en/p/hd-300/, accessed:
2025-09-03

https://sensorkit.joy-it.net/en/sensors/ky-001
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https://unity.com/
https://unity.com/features/srp/high-definition-render-pipeline
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https://www.sennheiser-hearing.com/en/p/hd-300/
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Figure 2: (A) Our apparatus comprises five closed-loop modules spaced apart on a board, which can be moved back-and-forth
along a rail. (B) Participants sat in front of the apparatus and touched the modules while immersed in VR. (C) Each module
consists of two Peltier elements and two attached temperature sensors. The Peltiers are interacted with using the index
finger and thumb of the right hand. (D) In VR, the object is visually displayed as a glass co-located with the module, and the
participants’ hands are represented by a low-poly model.

played without spatialization. The physical and virtual environ-
ments are synchronized using a VIVE Tracker. The virtual view is
presented in Figure 2D.

3.3 User Study I: Subjective Magnitude of
Temperature Change

The aim of the first user study was to systematically scale the sub-
jective temperature changes of the investigated stimuli to be able to
order and compare their subjective effects across participants with
each other. For this, we employed an established psychophysical
Magnitude Estimation procedure [14, 21]: For each trial, partici-
pants were tasked to first touch a reference object (baseline) and
then the manipulated object (with visual or auditory illusions ap-
plied). They then rated the latter in relation to the reference by
giving it an abstract value without restrictions.

In addition to the visual and auditory stimuli (𝑆𝑇 𝐼𝑀) presented
in Section 3.1, we varied the physical temperature (𝑇𝑃ℎ𝑦𝑠 ) between
trials. We used three levels of physical temperatures – 30°C, 35°C,
and 40°C – which are within the safe, comfortable range [13, 20]
and we determined in pilot tests to be noticeably distinct. These
enable the measurement of the efficacy of 𝑆𝑇 𝐼𝑀 dependent on the
base temperature of the objects and allowed us to obfuscate the fact
that physical temperatures did not change between the reference
and test object.

Each combination of 𝑆𝑇 𝐼𝑀 (including the baseline stimulus) and
𝑇𝑃ℎ𝑦𝑠 was repeated 4 times, resulting in a total of 132 trials (11 𝑆𝑇 𝐼𝑀
× 3 𝑇𝑃ℎ𝑦𝑠 × 4 Repetitions). We randomized the trial order for each
participant. For each trial, we recorded the subjective magnitudes
assigned by participants.

3.3.1 Task. We tasked participants to compare their subjective
estimations of two objects presented in sequence. During the first
interaction, participants saw the baseline condition as a reference,
without any added visual or auditory illusions. The virtual object
was colocated with the physical module, rendering a predefined
temperature. Participants were tasked to touch the object with
their index finger and thumb of their right hand for 3 seconds, after
which they were prompted with visual instructions to release their
grasp. One second after release, the second object is displayed. For
this step, one of the 11 visual or auditory stimuli was applied to
the object. Participants again were instructed to touch and then
release the object after 3 seconds. After completion, a virtual keypad
was displayed in front of participants. Participants were told that
the first reference object was predefined to have an abstract value
of 50. They were then asked to rate the second object’s value in
relation to the reference by typing in an integer number on the
keypad. The keypad was chosen to allow for the input of numbers
without any restrictions or boundaries to avoid framing effects.
Participants interacted with the keypad using a virtual ray pointer
from a Vive controller we put in their left hand. After submitting a
value, the next trial was started. Physical temperatures were only
varied between trials – not within trials between reference and test
– to avoid impeding the magnitude estimation procedure.

3.3.2 Procedure. First, we welcomed participants and informed
them about the study’s aim and data processing procedure. After
giving written consent, participants were asked to fill out a demo-
graphics questionnaire and were then seated in front of the table
holding the physical setup. Participants were informed about their
task and put on the HMD. Then, participants initially ran through a
training session consisting of 3 sample trials. After training, the 132
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Figure 3: Distribution of normalized estimates for all levels of 𝑆𝑇 𝐼𝑀 averaged over all levels of 𝑇𝑃ℎ𝑦𝑠 and repetitions (ordered by
mean). Displayed magnitudes are relative to the reference (ratio in %) and normalized by participants’ mean response.

study trials were started. Participants took a break after 44 and 88
trials. To prevent fatigue, breaks had no time limit, and participants
rested as long as they felt necessary. Participants took on average
54 minutes (SD=10min) to complete all trials.

3.3.3 Participants. We recruited 20 participants through univer-
sity channels. The sample size was chosen to be comparable to the
prior studies employing haptic illusions in HCI (𝑀 = 14.95, 𝑆𝐷 =

8.63, 𝑁 = 90, cf. [26]). 10 participants described themselves as
female and 10 as male. Their age ranged from 17 to 35 (𝑀 =

24.90, 𝑆𝐷 = 4.73). 19 participants were right-handed and one person
was left-handed. 18 had experience with VR (7 below 2h, 7 between
2h and 20h, and 4 for more than 20h). All participants had normal
or corrected-to-normal vision and reported no issues regarding
hearing or tactile perception. We offered each participant 15€ or
university course credit as compensation. The study was approved
by our institution’s ethics board.

3.3.4 Analysis. To quantify the perceived magnitudes on a psy-
chological scale, we followed established psychophysical proce-
dures [14, 21]. We first computed the relative ratio of reported
responses compared to the reference. We then normalized every
response per participant by dividing it by the grand mean of all of
the participant’s responses given during the experiment. This is nec-
essary to eliminate individual variability in answers caused by par-
ticipants being allowed to freely choose values without restrictions.
We then computed the resulting psychological scale value for each
condition and participant using the geometric mean (

(∏𝑛
𝑖=1 𝑥𝑖

)1/𝑛)
of all repetitions.

For significance testing, we fitted Generalized Linear Mixed Mod-
els (GLMMs) using Laplace approximation implemented in the lme4
R-package [2]. We compared distribution families and selected a
Gaussian distribution with log-link function, which showed the
best fit according to both the Akaike (AIC) and Bayesian (BIC) in-
formation criteria. We used 𝑆𝑇 𝐼𝑀 and 𝑇𝑃ℎ𝑦𝑠 (without interactions)
as categorical fixed effects, and the participants’ unique IDs as a
random factor. We performed likelihood ratio tests (LRTs) com-
paring this model to reduced models, in which we individually

dropped one fixed effect. Where we found a significant main effect,
we conducted pair-wise post-hoc comparisons with Bonferroni
correction.

3.3.5 Results. The raw inputs from participants ranged from 0 to
120 (𝑀 = 49.53, 𝑆𝐷 = 8.21). After computations of magnitude esti-
mates (see Section 3.3.4), we found that average relative changes in
magnitude range from -11.9% (𝑆𝐷 = 14.1%) for the visual Frozen con-
dition at 30°C to +14% (𝑆𝐷 = 16.2%) for the visual Steam condition
at 40°C. We display the distributions, means (M), and standard devi-
ations (SD) of relative perceived temperature change for each 𝑆𝑇 𝐼𝑀
averaged over all temperature levels and repetitions in Figure 3.
LRTs revealed a significant main effect of𝑇𝑃ℎ𝑦𝑠 (𝜒2 (2) = 153.98, 𝑝 <

.001) and of 𝑆𝑇 𝐼𝑀 (𝜒2 (10) = 44.83, 𝑝 < .001) on perceived tempera-
ture. Post-hoc tests show significant (𝑝 < .05) differences between
all pairs of 𝑇𝑃ℎ𝑦𝑠 , with 30°C (𝑀 = −6.86%, 𝑆𝐷 = 12.76%) having
the lowest estimate, followed by 35°C (𝑀 = −1.96%, 𝑆𝐷 = 7.72%)
and 40°C (𝑀 = +7.77%, 𝑆𝐷 = 15.27%) with the highest perceived
temperature.

For 𝑆𝑇 𝐼𝑀 , we found a significantly (𝑝 < .05) lower perceived
temperature for the Frozen visualization compared to Boiling Sound,
Steam, Sizzle Sound, and the Red visualization. Similarly, the Ice
Cubes Sound had a significantly (𝑝 < .05) lower perceived temper-
ature compared to the Boiling Sound and Steam. Lastly, the visual
Ice Cubes showed a significant (𝑝 < .05) decrease compared to the
Boiling Sound.

3.4 User Study II: Quantifying Perceived
Temperature Change

After determining the subjective magnitudes of the illusions’ effects
on perceived temperature, we conducted a second user study to
assess the size of these effects compared to physical temperature
changes. This allows us to precisely quantify the influence of these
illusions on perceived temperature (in °C). For this, we employed an
established psychophysical discrimination task using the Method
of Constant Stimuli with a two-alternative (two-interval) forced-
choice paradigm [14, 21]. We tasked participants to sequentially



VRST ’25, November 12–14, 2025, Montreal, QC, Canada Weiss et al.

touch two objects and asked them to rate which one was perceived
as warmer. One of the objects was always represented by a base
temperature and a neutral visual stimulus. For the other object,
we varied both the illusion application and the actual temperature
presented by the physical modules.

STIM To investigate both the individual and combined effects
of visual and auditory stimuli, we selected stimulus pairs
based on the results of the first experiment. Although the
Frozen visual and Boiling Sound auditory cue produced the
strongest subjective change, their cross-modal counterparts
(Ice Cracking Sound and Boiling visualization) were consider-
ably less effective. To enable amore balanced comparison and
clearer interpretation of isolated and combined effects, we
instead chose visual and auditory stimuli that independently
produced similarly strong perceptual changes: 𝑆𝑡𝑒𝑎𝑚 and
𝑆𝑖𝑧𝑧𝑙𝑒 𝑆𝑜𝑢𝑛𝑑 for warmer, and 𝐼𝑐𝑒 𝐶𝑢𝑏𝑒𝑠 and 𝐼𝑐𝑒 𝐶𝑢𝑏𝑒𝑠 𝑆𝑜𝑢𝑛𝑑
for colder sensations. These were tested separately as well as
their appropriate combinations, resulting in a total of 7 levels
of 𝑆𝑇 𝐼𝑀 when including the neutral baseline (𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒). We
refer to these levels as warm visual (𝑊𝑎𝑟𝑚𝑉 ) and cold visual
(𝐶𝑜𝑙𝑑𝑉 ), warm auditory (𝑊𝑎𝑟𝑚𝐴) and cold auditory (𝐶𝑜𝑙𝑑𝐴),
andwarm visuo-auditory (𝑊𝑎𝑟𝑚𝑉𝐴) and cold visuo-auditory
(𝐶𝑜𝑙𝑑𝑉𝐴) cues.

TPhys In addition to the visuo-auditory presentation, we varied
the physical temperatures. We used five levels of tempera-
ture: 28°C, 31°C, 34°C, 37°C, 40°C. The central value (34°C)
is used as the base reference temperature. These values are
comfortable and safe [13, 20], and distances between tem-
peratures were determined by pilot studies to fit the require-
ments of the psychometric procedure (see [14]).

Each combination of 𝑆𝑇 𝐼𝑀 and𝑇𝑃ℎ𝑦𝑠 was repeated twice, result-
ing in 70 trials per participant (7 𝑆𝑇 𝐼𝑀 × 5 𝑇𝑃ℎ𝑦𝑠 × 2 Repetitions).
We balanced the order of reference and test object among repeti-
tions and then randomized the trial order for each participant. For
each trial, we recorded the participant’s binary decision.

3.4.1 Task. Using the same apparatus as in the first experiment,
participants were again asked to touch two objects in sequence.
They were asked to touch each object for 3 seconds using the index
finger and thumb of their right hand. Between the first and second
touch, we varied both the applied illusion and the physical tem-
perature by moving the rail setup to another module. During this
delay, white noise was playing on noise-canceling headphones. If
there was no change in required rail position, we still automatically
moved the rail forward and backward in the same amount of time to
obfuscate potential inferences based on vibration cues coming from
rail movements. After completing both touches, participants were
visually prompted to answer ’Which of the two objects felt warmer?’.
They were only allowed to answer either the first or the second
object by pressing left or right on a wireless presenter they held in
their left hand. No feedback regarding their answer’s correctness
was given.

3.4.2 Procedure. We first informed participants about the task,
received their written consent, and asked them to fill in a demo-
graphics questionnaire. Subsequently, we seated them in front of
the apparatus and helped them put on the HMD. They ran through

3 training trials to show the phenomena they are supposed to as-
sess: We once only altered the physical temperature, once only the
visual stimulus, and once a combination of both visual and physical
changes. After finishing the training trials, participants ran through
all 70 study trials with a small break after 35 trials. On average,
participants took 31 minutes (SD=3min) to complete all trials.

3.4.3 Participants. For the second user study, we recruited 25
new participants through university mailing lists. Again, sample
sizes were chosen to be comparable to prior haptic illusion studies
(cf. [26]). 14 described themselves as female and 11 as male. They
were between 20 and 74 years old (𝑀 = 28.76, 𝑆𝐷 = 12.05). 21 were
right-handed and 4 were left-handed. 18 had experienced VR before
(6 below 2h, 7 between 2h and 20h, and 5 for more than 20h). All
had normal or corrected-to-normal vision and no known conditions
affecting hearing or the haptic or tactile perception of their hands.
They were offered either 15€ or a course credit as compensation.
This study was approved by our institution’s ethics board.

3.4.4 Analysis. We computed the ratio of the test object being per-
ceived as warmer than the reference object for each combination
of 𝑆𝑇 𝐼𝑀 and 𝑇𝑃ℎ𝑦𝑠 . For this, we divided the number of times the
test object was selected as warmer by the total number of data
points for each combination and averaged this across participants.
We then fitted the resulting distributions for each 𝑆𝑇 𝐼𝑀 to a stan-
dard psychometric function [14, 21]: We fitted cumulative Gaussian
distributions using the psignifit4 python toolbox for Bayesian psy-
chometric function estimation [36, 51].

To assess the effect of the different illusions, we calculated the
Point of Subjective Equality (PSE) for each 𝑆𝑇 𝐼𝑀 . These represent
the points at which each test stimulus would be subjectively judged
to be equal to the reference stimulus [14, 21]. In our experiment, this
corresponds to the point where the test object would be judged as
warmer or colder an equal number of times, which occurs at a ratio
of 50%. To compute the effect of each illusion, we subtracted the PSE
of the 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 condition from the PSE of each illusion. This effect
corresponds to the actual physical temperature changes offset by the
addition of the illusion, i.e., a physically warmer/colder temperature
would feel equal to the baseline due to the illusion’s effect. Further,
we calculated the just-noticeable difference (JND) of temperature –
i.e., the minimum necessary change in temperature necessary for
successful distinction – for each 𝑆𝑇 𝐼𝑀 . This is defined as the mean
of the upper and lower difference thresholds, which are the distance
between the PSE and the 75% or 25% points, respectively [14, 21].
A lower JND indicates better acuity in distinction.

3.4.5 Results. The psychometric functions for the different levels
of 𝑆𝑇 𝐼𝑀 are displayed in Figure 4. We observe horizontal shifts
corresponding to the warmer and colder 𝑆𝑇 𝐼𝑀 . These represent
the actual temperature (𝑇𝑃ℎ𝑦𝑠 ) that the illusions are offsetting. Re-
garding the psychometric functions, the overdispersion parameter
eta was consistently near zero (< .001) across illusion levels. This
implies that variability in responses closely matched binomial ex-
pectations, supporting the robustness of the psychometric fits [36].

The individual PSEs and corresponding illusion effects are pre-
sented in Table 1. To improve interpretability, we inverted the sign
of the effect so that positive values indicate a perceived increase
(warmer) and negative values indicate a perceived decrease (colder)
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Table 1: PSE (50%), Upper (75%) and Lower (25%) difference
thresholds, and resulting Effect and JND of each 𝑆𝑇 𝐼𝑀 in °C.

Illusion PSE Upper Lower Effect JND

𝑊𝑎𝑟𝑚𝑉𝐴 33.537 34.556 32.519 +0.527 1.019
𝑊𝑎𝑟𝑚𝐴 33.621 34.820 32.422 +0.443 1.199
𝑊𝑎𝑟𝑚𝑉 33.638 34.632 32.644 +0.426 0.994
𝐶𝑜𝑙𝑑𝑉 34.052 35.245 32.858 +0.012 1.193

𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 34.064 35.401 32.726 0.000 1.337
𝐶𝑜𝑙𝑑𝑉𝐴 34.358 35.378 33.338 -0.294 1.020
𝐶𝑜𝑙𝑑𝐴 34.603 35.737 33.470 -0.539 1.133

in temperature perception. The total range of the effect induced by
the 𝑆𝑇 𝐼𝑀 was 1.066°C, from an increase of 0.527°C for𝑊𝑎𝑟𝑚𝑉𝐴 to
a decrease of 0.539°C for the 𝐶𝑜𝑙𝑑𝐴 condition.

JNDs generally surround a value of∼1°C, with the lowest JND for
𝑊𝑎𝑟𝑚𝑉 (JND = 0.994°C) and the highest JND for the 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (JND
= 1.337°C). We display the JND values of every 𝑆𝑇 𝐼𝑀 in Table 1.

4 Discussion
We conducted two experimental user studies to uncover and quan-
tify the effects of visual and auditory presentations on perceived
temperature. In the following, we discuss our findings regarding
the efficacy of these illusions (Section 4.1), the differences we found
regarding subjective mappings and perceptual shifts (Section 4.2),
the potential of auditory and multimodal cues (Section 4.3), and
what our findings implicate for the design and evaluation of future
thermal VR experiences (Section 4.4).

4.1 Efficacy of Thermal Illusions
Prior work [15, 25, 41] has consistently shown significant differ-
ences in temperature judgments by participants while exposed

to thermal illusions when using subjective, abstract scales. This
indicates that thermal illusions are robust in altering perceived
temperatures, but does not give concrete information about the
strength of the effect. Our first study aligns with prior findings in
that thermal illusions are judged to significantly alter perceived
temperature. However, based on our second study, we found the
strongest illusions to effectively shift perceived temperature in a
range of ∼-0.5°C to ∼+0.5°C. This ∼1°C spread, from the 𝐶𝑜𝑙𝑑𝐴 to
the𝑊𝑎𝑟𝑚𝑉𝐴 condition, represents themaximum perceptual change
we observed, with other 𝑆𝑇 𝐼𝑀 variants producing subtler effects
within these bounds. These effects are small compared to haptic il-
lusion approaches targeting alternative haptic aspects. For instance,
for stiffness perception, Weiss et al. [46] found visual manipulations
in VR to induce up to ∼28% softer and ∼8% harder sensations. Simi-
larly, Bergström et al. [3] found physical objects could be virtually
scaled up to 50% larger sizes without user detection. Given the com-
paratively small changes introduced by the thermal illusions, they
might be more suited for subtle feedback or to complement thermal
rendering devices rather than serving as standalone mechanisms
for strong temperature shifts. Observed JNDs generally were much
higher than in prior investigations focusing specifically on temper-
ature acuity [18], which is unsurprising given the added noise of
the virtual environment and task. Notably, we observed that the
addition of thermal illusions did not negatively impact perceptual
acuity, with grand average JNDs of each 𝑆𝑇 𝐼𝑀 condition lying be-
low the JND of the 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 visualization. This indicates that the
discrepant information delivered to the visuo-auditory and haptic
senses did not impact acuity beyond the factors also impacting the
baseline, which would allow these thermal illusions to be utilized
to enrich virtual environments without negatively affecting tasks
relying on accurate haptic interactions.
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4.2 Influence of Conscious Mappings on
Evaluations

While thermal rendering devices can be measured in objective
metrics to allow comparisons, thermal illusions have to rely on
subjective assessments to uncover potential changes in sensory
perceptions. For this, it is often difficult to separate the subcon-
scious change in perceived haptic stimulus intensity based on mul-
tisensory integration from the conscious mapping or ordering of
clearly perceivable visual or auditory stimuli. For instance, one
may be capable of ranking a set of color hues on a screen based on
their temperature through conscious mappings without touching
them. This phenomenon is separate from the perceived shift of
temperatures induced by the integration of multiple senses during
active haptic exploration. As opposed to some approaches below
detectable thresholds from other areas of haptic illusions [3, 35, 46],
the visual and auditory stimuli applied during thermal illusions
are always clearly noticeable [4, 15, 41], thus making subjective as-
sessment generally weak towards large confounding effects caused
by conscious mappings. We observe evidence of this during our
user studies. Magnitude estimation, which produces ratios solely
based on differences of the targeted stimulus, can be largely affected
by conscious decision making. In contrast, our second approach
using constant stimuli and offsets in physical temperatures is, while
not completely unaffected, more robust against these effects due
to the necessity of integrating the visuo-auditory as well as the
haptic stimulus changes for the forced comparison. Here we found
that subjective magnitude estimates and actual effects in °C do
not always align. For instance, the 𝐶𝑜𝑙𝑑𝑉 condition (= 𝐼𝑐𝑒𝐶𝑢𝑏𝑒𝑠),
which was rated similar to 𝐶𝑜𝑙𝑑𝐴 on the abstract psychological
scale (Section 3.3), showed no effect when we explored its capabil-
ity of offsetting physical temperature changes (Section 3.4). These
differences based on evaluation procedure highlight the potential
issues with established approaches relying on single subjective
scales without comparisons to physical changes, potentially cap-
turing unwanted phenomena instead of alterations of perceived
temperature.

4.3 Potential of Alternate or Combined
Channels

While prior work focuses largely on visual approaches, we found
auditory cues (𝑊𝑎𝑟𝑚𝐴: +0.443°C, 𝐶𝑜𝑙𝑑𝐴: -0.539°C) to perform simi-
larly or better than the studied visual analogs when investigated as
isolated channels. This highlights the potential of audio-thermal
illusions as alternatives or complements to the common visual
presentation approaches. Regarding the potential of multimodal ap-
proaches, we observe that cues to separate channels, which already
show clear effects when applied isolated (𝑊𝑎𝑟𝑚𝑉 and𝑊𝑎𝑟𝑚𝐴),
have a larger impact on perceived temperatures when combined.
However, this combined influence is sub-additive, i.e., less than
the theoretical sum of the isolated effects. Further, combining the
visual and auditory cues with differing directions of effects (or no
effects) seems to result in a combined percept between the sepa-
rated outcomes. This is observed with𝐶𝑜𝑙𝑑𝐴 (effect = -0.539°C) and
𝐶𝑜𝑙𝑑𝑉 (effect ≈ 0°C), where their combination results in a percept
lying between their separated effect values (𝐶𝑜𝑙𝑑𝑉𝐴 = -0.294°C).
This aligns with multisensory integration theory [9, 10], which

generally describes the resulting percept of multiple channels with
discrepant information to center somewhere between the expected
outcomes relying on each of these senses in isolation. For visual
and haptic integration, Ernst and Banks [9] stipulated that their
integration follows a maximum likelihood estimator, with senses
weighted based on their reciprocal variances. While it is unclear if
this holds for thermal perception and more than visual and haptic
channels, the general assumption of a combined percept relying to
some extent on the information of each channel is supported by
the discovered effects of multimodal cues in our second study.

4.4 Implications for Designing Thermal
Experiences in VR

Our findings offer several practical insights for designing thermal
illusions in VR. While visual and auditory cues can shift perceived
temperature, the effects we found are modest, typically within
±0.5°C. Designers should therefore treat these illusions as subtle
enhancements rather than strong replacements for actual thermal
feedback, at least until the actual shifts in perception have been
assessed for the respective thermal illusion in the respective context.
Auditory cues, often overlooked, performed as well or better than
visual cues in some cases. This highlights sound design as a viable
channel for inducing thermal illusions, especially when visual atten-
tion is limited.Multimodal combinations partially showed enhanced
effects, but unsuitable individual cues can reduce effectiveness, sug-
gesting that separate evaluations for multimodal approaches are
essential when targeting specific perceptual outcomes. Importantly,
these illusions did not degrade perceptual acuity, indicating they can
be integrated without impairing haptic task performance. However,
designers should be cautious with evaluation methods: subjective
scales may be influenced by conscious associations, and should
be complemented – wherever possible – with methods that assess
actual perceptual shifts.

4.5 Limitations & Future Work
This work provides a first step towards understanding the effect
of thermal illusions on the perceived temperatures of touched vir-
tual objects. However, the intricacies of multisensory temperature
perception and designing thermal experiences in VR introduce
many practical and conceptual considerations that cannot be fully
explored in a single work.

Our findings and contributions are limited to the specific subset
of visual and auditory thermal illusions examined in this study. The
stimulus design was guided by prior work (Section 3.1), and we
employed a magnitude estimation procedure (Section 3.3) to enable
the inclusion of a broader range of illusions than would be feasible
with the more restrictive discrimination procedure (Section 3.4).
However, the thermal illusions we explored represent only a portion
of the possible stimuli that can influence temperature perception.
Further research is needed to assess whether our results generalize
to other types of stimuli and experimental contexts.

Further, the aim of our discrimination procedure (Section 3.4)
was to capture the general average effects of the investigated illu-
sions and their cross-modal interactions. To enable within-subject
comparisons across all conditions, we limited the number of repeti-
tions, and we conservatively selected physical temperature levels
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to accommodate potentially strong illusion effects. Based on the
observed PSEs and JNDs, future studies could explore smaller tem-
perature differences to improve the precision of perceptual metrics,
even though substantial increases in effect size are unlikely. Alter-
natively, focusing on a single or a small number of illusions would
permit more repetitions per condition, enabling detailed analysis of
individual differences in perceptual sensitivity and illusion strength.

Our study is limited by several design choices made to ensure
controllable and comparable insights. We restricted exploratory
procedures to index–thumb grasping, used a fixed interaction time
of three seconds, and employed uniformly smooth, rigid Peltier ele-
ments. While these choices reduced variability, they may also have
influenced perceived temperature; future work could investigate
alternative contact areas and exploratory procedures [27], varied
interaction durations, and different material properties. A further
limitation is the shape mismatch between the virtual cylindrical
glass and the cuboid physical module, which resulted from practical
constraints. Although large discrepancies in local curvature during
pinching still go unnoticed in VR (𝐽𝑁𝐷 = 66.66% [39]), the edges
of the required frames may nonetheless have reduced immersion.

Lastly, while psychophysical methods that provide population-
level thresholds offer a valuable foundation for designing ther-
mal illusions, real-world applications require context-specific and
individualized assessments. These procedures are time-intensive
and rely on complex apparatus for precise and consistent stimuli,
which may limit their practicality. Physiological measures have
shown potential for assessing visuo-haptic illusions [12, 45], but
perceived temperature is highly subjective and likely difficult to
reliably quantify in neural or other physiological signals, limiting
current applicability. Alternative evaluation methods, alongside
practical baselines, reference comparisons, or standardized toolkits
(as seen, e.g., for hand redirection [49]), may facilitate more efficient
and consistent assessment procedures in future studies.

5 Conclusion
Thermal illusions offer a promising, lightweight alternative to
hardware-based thermal feedback in virtual environments. How-
ever, prior work has primarily evaluated their effects using subjec-
tive ratings on abstract scales, leaving the actual extent of perceptual
change unclear. To address this gap, we conducted two user studies
using psychophysical procedures to both rank and quantify the
impact of visual, auditory, and visuo-auditory thermal illusions on
perceived object temperature.

Our results show that while thermal illusions reliably influence
subjective judgments, their actual effects on perceived temperature
are modest, typically within ±0.5°C. Auditory cues, in particular,
showed strong potential as an alternative or complement to visual
techniques, and illusions did not impair perceptual acuity, support-
ing their integration into VR experiences without degrading haptic
task performance.

However, we also observed clear discrepancies between subjec-
tive estimates and measured perceptual offsets, highlighting the
limitations of evaluation methods based solely on abstract scaling.
These findings emphasize the need for more rigorous, perception-
based assessments. More broadly, the measured strength of the
illusions calls for a rethinking of their role: rather than replacing

physical thermal feedback, thermal illusions may be best used as
subtle complementary enhancements or to allow differentiation
without requiring strong temperature alterations.

6 Open Science
We provide access to our visual and auditory stimuli, collected
datasets, data analysis scripts, and project files in our Open Science
Framework repository7.
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